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1. PREFACE

In modern industries, the uniformity of parts (which
was not needed in the handicraft industries) is a vital
factor, and for this reason, the technology of preci-
sion measurement has been developed. In modern
times, sophisticated articles such as airplanes, auto-
mobiles, ships, etc. which consist of tens (or hundreds)
of thousand parts are mass produced and these parts
are manufactured in different factories. This neces-
sitates the standardization of the parts for inter-
changeability, and optical and electrical .(as well as
mechanical) measuring instruments are used. In these
days, a big progress is made in the measuring tech-
nology to replace analog measurement with digital
measurement. Measurement data is analyzed upon
finishing measurement and is immediately fed back to
the manufacturing process.

In this pamphlet, the fundamentals of precision
measurement which are necessary for inspecting the
dimensions of the parts manufactured will be ex-
plained:

2. WHAT IS PRECISION MEASUREMENT ?

According to the description of JIS, the precision
measurement is the measurement performed with
high accuracy. Precision machining means accurate
cutting or grinding of a workpiece to the specified
dimensions and not minute machining. For example,
a gauge block has a flat face (with high flatness and
parallelism) and its tolerance of dimensions is less
than 1um. It is very simple in shape; however, it is
accurately machined.

Measuring length, mass, time span, temperature, etc.
is usually performed in our daily life and is indispens-
able for us; and measurement is defined as follows.

When a quantity is to be measured, a certain amount
of quantity of the same kind (to which a name is
given) is defined and, the former is represented by
how many times or fractions of the latter -does the
former consist of. The certain amount of quantity
named is called unit and it must indicate a constant
value in specified ambient conditions. Ordinarily,
three basic units of length, mass, and time are used.
In the present training course, only the precision
measurement of length will be explained.



3. UNIT AND STANDARD OF LENGTH

3.1 Units of Length in Ancient Ages

There have been two types of systems in measuring
length in the history of mankind; one in the Orient,
and the other in the Occident. In the Orient, Sino-
Japanese system is originated from the areas along the
Hwang Ho (Yellow River) and Indus river. In the
Occident, on the other hand, English system is origi-
nated from the civilization developed along the Nile
River, Tigris River, and Euphrates River (4000 B.C.).

In the ancient ages, the lengths of the portions of a
human body seemed to be used as the units of length
as shown below.

(1) Foot....... foot

(2) Duim...... thumb
(3) Finger ... .. . finger
(4) Pouse . ..... thumb

In the Babylonian age, the following units were used.

(5) 1 millia = 60 studies
(6) 2 studies = 60 x 12 cupits
(7) 1 cupit = 30 digits

@ Cupit means elbow and is about 500mm.

-(® Study is the distance over which a man walks
in an ordinary speed from the time the sun
begins to rise to the time it completely appears
above the horizon (about two minutes). One
study is 185m to 195m.

In the Orient, the length of the flute in the
Oshiki era (1000 B.C.) in China was used as the
standard; and decimal system was employed
for representing the units of length as follows.

(8) Shaku = 10 Sungs (iength of flute: 90 parti-
 cles of millet)
(9) Sung = 10 minutes (the length of a particle of
millet is a minute)

3.2 Conversion to Metric System

In the ancient ages, countries had their own units of
length and the values of length measured in a country
could not be compared with those measured in the
other countries. As progress had been made in tech-
nology and, trade between different countries had
become flourishing, the different units had to be
imminently unified.

in 1664, Huygens (Dutch physicist) thought of using
the period of the swing (which had been discovered
to be constant by Galileo Galilei) as the standard of
length. However, the period was affected by the mass
of the string, the position of the center of the mass of
the ball, air dragging, and the abrasion of string.
These factors attenuated the reciprocating motion of
the swing. Consequently, his idea could not be put
into practice. ‘

In 1670, Mouton (French schloar) proposed to use -
one-ten millionth of quadrant (which is equal to one-
forty millionth of meridian) as the standard of length.
Since then, the measuring method of the earth had
been searched. In 1791, the committee appointed by
the French government determined to call one-ten
millionth of quadrant from the north pole to the
equator “meter” as the new unit of length. It took

120 years from proposal to introduction.
Ep

Measurement began in June, 1792. The distance
between Dunkerque in nothern France and Barcelona
(in Spain) on the Mediterranean sea was measured by
triangulation. A reversible type goniometer was used
at that time. It was invented by Borda and its accura-
cy was as high as one second. The measurement
ended in June, 1798.

The scale called “toharz” in France was used for the
measurement and the distance between the north
pole and equator was determined to be 5,130,740
toharzes. The value was obtained By fully using
correction technology available at that time.




In 1799, a bar was made of plutinum which was 1m

long and its cross section was 25.3mm x 4mm.
“Metre Des Archives”” was carved on it.

In 1870, an international conference on length was
held in Paris. In May, 1875, seventeen nations signed

the international metric system treaty by which the

International Bureau of Weights and Measures was
founded at Sépre in the outskirt of Paris. In 1876,
they began fabricating the meter - prototype and
reproducing it for the nations which ratified the
treaty.

Thirty-two units of bars comprising 90% of platinum
and 10% of iridium were made. They were 1020mm
long and X-shaped in cross section. The neutral faces
over 8mm in the vicinity of the edges were polished
and graduation lines with the thickness of 6 — 8um
were carved on them and the lengths between the
lines were made to 1m as closer as possible at 20°C.
See Figure 1.
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Figure 1. Cross sectional view of meter protbtype

Among the 32 meter prototypes, No. 6 meter proto-
type was determined to be closest to the Metre des
Archives and was designated as the international
meter prototype in the first International Conference
of Weights and Measures held in 1889. It was stored
in the International Bureau of Weights and Measures.

In 1889, Japan ratified the international metric
system treaty and received No. 22 meter prototype in
1890. It had been Japan’s meter prototype untii June
30, 1961 and is stored in the NRLM (National Re-
search Laboratory of Metrology).

In 1956, it was sent to Switzerland and new lines are
carved on it at the International Bureau of Weights

and Measures. Graduation lines with 1Tmm intervals -
were carved too and the length was revised to indicate
1mat 20°C.

3.3 Introduction of Light Wave Length for
Standardization

Since the graduation lines were not fine enough, the
length sculptured on the meter prototype contained
an uncertainty which was about 0.2um. The length
might be changed due to aging and the meter proto-
type might be destroyed by the war (such as World
War | 1914 — 1918). Therefore, an effort was made
to find an invariable value in natural phenomena
which could be used as a new standard replacing the
meter prototype. For this purpose, the wave length of
a monochromatic light was most universal and re-
liable, and experiments were performed on the wave
tength of Cd red light at nine places in the world
including Japan. Finally in the seventh International
Conference of Weights and Measures held in 1927,
1m was defined as follows. o

The wave length of Cd red light

ACdR = 0.64384696um.
Im =156563164.13 ACdR

under the following conditions

Temperature: 15°C {(hydrogen thermometer)

Atmospheric pressure: 760mmHg

Ambient: Dried air containing 0.03% of CO,
{gravitational acceleration g = 980.665cm/s? ).

Thus, the standard length could be easily obtained by
a Cd lamp sealed in a cathode ray tube and power
lines.

During the period of World War |l, a great progress
was made in atomic physics and extensive research
works were performed on the radiations of isotopes
with even atomic numbers which emitted mono-
chromatic lights that were more ideal then those of
natural elements. In the International Conference of
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3ights and Measures held in 1957, it was proposed
that 1m be equal to 1650763.73 times the wave
length (in-vacuum) of the light emitted by transition
between Kr®¢ 2P,, and 5ds (Kr® orange light). The
proposal was approved in the eleventh Conference
held in October, 1960. This decision was proclaimed
as a governmental ordinance on July 1, 1961 in Japan.

That is, the following is set forth in the Measurement

tength is meter. One meter is equal to 1650763.73
times the wave length of the light emitted by transi-
tion between the energy levels between Kr® 2P10
and 5ds. It must be measured in vacuum in compli-
ance with the decision of the Internationa! Conference
of Weights and Measures which is also described in
the governmental ordinance.”

By this definition, one meter can be reproduced with

Law, Article IHl, Clause I: “The unit of measuring accuracy of about 1078 which is 0.01um.
Accuracy ousice |8 insice Depth
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Figure 2. Accuracies of measuring instruments specified by JIS



4. TYPES AND ACCURACIES OF
MEASURING INSTRUMENTS

4.1 Selection of Measuring Instruments

When dimensions of a workpiece are to be measured,
the accuracy of measurement depends on the meas-
uring instrument selected. For example, if the outer
diameter (100mm) of a cast iron product is to be
measured, the vernier calipers sufficiently play a role.
However, if the diameter of a tap gage with the same
diameter is to be measured, even an outside micro-

meter is not enough in accuracy. An electric or

pneumatic micrometer which is more accurate must
be used with a gauge block.

Figure 2 illustrates the accuracies of measuring
instruments set forth in JIS. With reference to the
above specifications in addition to the causes of
errors later described, fairly accurate values can be
obtained by correction.

It has been recommended that the ratio of the tole-
rance of a workpiece to the accuracy of a measuring
instrument be 10: 1 in an ideal state and must be 5:1
in the worst case. Otherwise, the tolerance is mixed
with the measurement error; and a good component
is diagnosed faulty and vice versa. See Figure 3.

|
!
|

Accuracy | of measuring instrument |

Distribution of workpieoes—.x

Figure 3.

4.2 Sensitivity arid Accuracy of Measuring
Instrument

The performance of a measuring instrument is evalu-
ated by -its sensitivity and accuracy. The sensitivity is
a degree to which a measuring instrument can sense
the variation of the quantity to be measured. If the

- magnification ratio of an electric micrometer is

increased, one scale interval can be made to represent
smaller value, from 1um to 0.1um or 0.01um. How-
ever, it may be all but the needle is more responsive
and oscillates; and it may not indicate the actual
value. Therefore, if the measuring tool is too sensitive,

-indication becomes unstable and it cannot be used
_correctly..

Accuracy is the overall correctness of a value obtain-
ed by a measuring instrument, in which the bias and
dispersion of measured values are the points of con-

- Cerm.

For an outside micrometer, the sensitivities of mini-
mum readings 0.0tmm and 0.00imm-are 0.01mm
and 0.001mm, respectively. In order that it can indi-
cate a correct value with high accuracy, its structure,
material, manufacturing process, and function must
be pertinent. The flatness and paralielism of the
measuring faces, measuring force, bending of the
frame, and overall error must be within the specified
range.

According to JIS, the overall error of the outisde
micrometer must be

+ (1 +L/75) um

where, L is the maximum measuring length in mm.



4.3 Absolute Measurement and Comparison Meas-
urement

The absolute measurement is defined as follows.

(1) To realize a quantity determined by a definition
and to perform measurement using the quantity,
or

(2) To obtain the actual value by measuring the work-
piece.

When this method is applied, data must be corrected
by taking into consideration temperature, elastic
deformation, and other conditions to obtain an actual
value.

When correct measurement is to be performed in a
production line, the above correction is not necessary
if comparison method of measurement is used, thatis,

(1) Make a standard piece to the specifications of the
workpiece to be measured;

(2) Measure the standard piece with high accuracy to
obtain a standard value; '

(3) Minimize the temperature difference between the
workpiece and standard piece, and compare the
two for difference.

5. CAUSES OF MEASUREMENT ERRORS AND
CORRECTION

5.1 Effect of Temperature

The workpiece expands and contracts as temperature
changes. Therefore, a temperature must be designated
at which a workpiece must be measured. The tem-
perature is called standard temperature and 20°C has
been used as the standard temperature since 1932 in
industrialized countries.

However, it is very difficult to keep the temperatures
of the workpiece, standard piece, and measuring
instrument at 20°C. For example, even is a tempera-
ture-controlled room in which the temperature is
kept rather stable at 20°C when measured in hori-
zontal plane, temperature distribution is not uniform
when measured in vertical direction. In some case, the
difference is as large as 1°C per 2m in vertical direc-
tion. Therefore, the temperature of the workpiece

must be measured accurately and the value must be
corrected by means of thermal expansion coefficient.

If temperature changes, the length L of a workpiece
varies as follows.

§L=Ladt (1)

where
L.: original length of the workpiece
a : thermal expansion coefficient
§t: temperature variation

The thermal expansion coefficient of the gauge block
is specified by JIS as follows.

a=(115% 1.0) x 107%/deg

The thermal expansion coefficients of several mate-
rials are listed in Table 1.

If a rod with thermal expansion coefficient aP is to
be measured by comparison with a standard rod with
thermal expansion coefficient N (the length of the
latter at 20°C is LN20) under the conditions that
their temperatures are as follows:
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- tN=20° +8tN
tP =20° +51tP,

the difference between the two is assurhed to be
52 =¢9P —¢N.

Table 1. Thermal expansion coefficients of materials

Thermal expansion

Temperature coefficient

Length

Rod to be
measured

Standard rod | LN = 100.0012 [§tN = +0.8°C |aN = 11.5 x 10~ (steel)

approx. 100 [8tP = ~0.9°C| aP = 18.5 x 106 (brass)

Thermal expansion

. . i il
Material coefficient {°C) Material T::;?fi‘aci::f ??’ Séc;n
" Castiron 9.2~11.8x10™ Steel 11.5x10
Carbon steel 11.7~{0.9xc%)x107¢| Tin 23.0x10
Chromium steel 11~13x10% Zinc 26.7x10°
Nickel-chromium steel 13~15x10 Duralumin 226x10°
Copper 18.5x10 Plutinum 9.0x10°
Bronze 17.5x10¢ Ceramics 3.0x10¢
Gunmetal 18.0x10% Silver 19.5x10¢
Aluminum 23.8x10 Crown glass 8.9x10
Brass ) .- 185x10% Flint glass 7.9x10%
Nickel . 13.0x10% Quartz 05x10¢
Iron 12.2x10% Vinyl chioride 7~2.5%x10%
Nickel steel(58% nickel 12.0x10°¢ Phenol 3~45x10
Invar (36% nicket) 1.5x10* Polyethylene 0.5~5.5x10™
Gold 14.2x10 Nylon 10~15x10¢

The difference between the two at 20°C
| 8220 = 2P20 — 8N20
" is given as follows: . .
5220 =62{1—aP -5 tP)—2N20(aP -5 tP

—aN-8tN) (1+aN -5 tN) (2)

This is obtained by modifying

6220 =52 — PaPaPs tP + 2¢NaNs tN
which is derived frém
© 2P20 = gP(1—aP-§tP)

eN20= gN(1—aN-8tN).

In the above equation, «P -5tP and aN - 5§ tN are neg-
ligibly small when compared with 1, therefore

6220 + 52 —¢N20(aP-8tP —aN-5tN).  (3)
The actual length of the rod at 20°C can be obtained
as follows:

2P20 = e¢N20 +6220.

For example, the rod to be measured avnq the stan-
dard rod are as follows:

If the length of the rod is different from the standard
rod by —-61um,
5220=—-0.061—100(—18.5x10"¢ x0.9—11.6x
1076 x0.8)mm = —0.061—(—0.0026)mm
= -B84um.

The length at 20°C is
2P20=100.0012 — 0.0584 = 99.943mm.

If their temperatures are the same and thermal ex-

pansion coefficients aP and aN are different, §tP =

§tN = &1 in'equation (3).

Theféfore, ,
5220 =8¢N20(aP —aN)a t (4)

If the temperatures are different by §tand «P and aN

are the same, o
§tP —§tN =5tand aP = «aN = « in equation (3).

Therefore,
5220=82 —8N20-a -5t (5)

If «P=aN or 8§t =0 in equations (4) and (5), 5220 =
82. That is, if the thermal expansion coefficients and
temperatures of the rod to be measured and standard
rod are the same, the difference in length obtained at
a temperature other than 20°C is the same as the
difference at 20°C..

When a test piece is carried in a room where tempera-

ture is controlled to 20°C, the variation of tempera-
ture in the test piece causes a problem. The bigger are
the temperature difference and heat capacity of the
test piece, the longer time does it take to reach the
temperature of the room.

When iron cylinders (100m long with several dia.)
at t, °C are placed on a wooden table and iron surface

‘plate in a room at t,°C, their temperatures vary as

shown in Figures 4 and 5.
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Figure 4. Temperature variations of iron cylinders
(on wooden table)
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Figure 5. Temperature variations of iron cylinders
{on iron surface plate)

5.2 Deformation

The second most influencial factor (next to tempera-
ture) for error is deformation. Deformation can be
caused by: (1) force exerted on the test piece by the
measuring instrument, (2) supporting posture of the
test piece, and (3) supporting posture of the meas-
uring instrument.

5.2.1 Deformation by compression

When a force (within elastic limit) is applied on a test
piece for measurement, the test piece is deformed.
The deformation A% is given as follows by Hooke's
iaw (see Figure 6).

AL =—PE% mm

E: Young's modulus Kg/mm? (2 x 10% Kg/mm?

for steel)
A : Cross sectional area mm?

Figure 6. Deformation by compression

P : Measuring force kgf
L: Length of test piece mm

Example
(1) When a steel gauge block (A =9 x 35=315mm?
and L = 1000mm) is measured with measuring
force P =1 kgf, deformation is given as follows.

__1x1000
AL =5 10°x315

=0.159 x 107 =0.16um

(2) When a long rod such as the standard bar of a
micrometer is placed in the vertical posture, it
is deformed by its own weight, that is,

L2s

2E

AR =

A2 : Deformation by its own weight mm
: Length of test piece mm

: Density of test piece Kg/mm?3

: Young's modulus

mo —

Then, deformation is

_|_2X7.9X10_6 =12 -10
AR ==t R — = 12 x 2% 10

If L=1000mm, A2 =0.2um. This type of deforma-
tion can be neglected if the test piece is short; how-
ever, note must be taken when it is long.

—-8—




5.2.2 Contact of bent surface

When the measuring face has a radius of curvature
and the measuring force applied is within the elastic
1imit, elastic deformation occurs on the contact
surface. |f the force is more than the limit, plastic
deformation occurs. Because of the deformation, the
test piece and measuring instrument make face-contact
and error & is produced which can be eluded in
geometric point contact and line contact where
measuring force is zero.

The error is calculated by Hertz with several assump-
tions. See JIS B-0271. Table 2 lists the errors in face
contacts calculated according to Hertz's formulae.

Table 2. Deformations of steel when measurement
force of 1 Kg is applied (example)

i Ball between| CYlinder Plate
Condition of | “twoflar | DEWEN | Ty palis | between
surfaces | o eacos two balls
(!
filustration
Radius of contact Sum of deformations at contact points ()
surface (mm) X points (g
05 48 12 31 48
1 38 092 25 38
2 30 0.73 2.0 3.0
5 22 054 15 22
10 18 0.43 1.2 1.8
20 1.4 0.34 0.9 1.4
50 1.0 0.25 0.7 1.0
100 0.8 0.20 - 05 08
200 0.6 0.16 0.4 06

5.2.3 DBeformation by supporting method

When the standard bar of a micrometer or standard
scale is directly placed on a flat surface like surface
plate, the unevenness of the surface produces errors
which depend on where it is put. That is, if the sur-
face has a radius of curvature, it is equivalent to be
placed on the uneven surface and accuracy is ag-
gravated. In this case, knife edges or cylinders must
be used to support the bar on the symmetrical points.

(1) Airy points

For an end gage like gauge block, it must be
supported so that two ends become parallel. The
supporting points are given by the fomula below:

For two-point support, d = 0.57742. That is, it
must be supported at points 0.2113 apart from the
both ends. See Figure 7(a).

(2) Bessel points

These points apply in two-point support of a rod
to minimize the contract of the center line in
Iengfh. Therefore, this way is most suitable for
supporting a standard scale, having graduations on
the center line. The Bessel points are apart from
the end point by 0.22032 respectively, and d’ is
_measured as 0.5594%. Fig. 7(b)

In the supporting method shown in Figure 7(c),
the flexures at the center and both ends are the
same. And the overall amount of flexure is at mini-
mum. Therefore, the method is appropriate for a
straight scale.

In the supporting method shown in Figure 7(d),
the flexure between the supporting points is the
smallest. This method is suitable to use the central
part of the rod as a straight scale.

Airy points

1 ]
=

a=0.22320
—

Flexure at the center
R (@) is minimum.

(c)

Bessel points

| Py i

|- o.2360!
d*-
{b})

Flexure between
the supporting points
is minimum.

Figure 7 ()



5.2.4. Deformation of measuring head support

The arm and column of the stand for a dial gage or
electric micrometer are bent when measuring force
is applied on them. See Figure 8. However, if a con-
stant force is applied at each time, measurement error
is not produced.

Error due to the flexure by measuring force is given
by the foliowing formula.

_pe2l, P @
$==gr *t3ET

I, I’ - Moments of inertia of cross sections of stand

and arm, respectively

Young’'s moduli of stand and arm, respec-
tively

E, E"
.The error is proportional to the square plus cubic of

the arm length; therefore, stretching the arm must be
avoided for the'dial gage stand.

Figure 8. Bending of measuring head supporting portion

5.3 Abbe's Law

The standard scale and workpiece must be aligned on

the same line of measurement. This was announced
by Abbe of Cari Zeis in 1890.

For example, the law is explained on the micrometers:
bench micrometer and caliper type micrometer. See
Figure 9. For the ease of explanation, their measuring

—10—

faces are assumed to be round shaped. The deviation
angle of the measuring instrument is assumed to be 6.

(a) For the bench micrometer, error &a is as
follows.

ta=L—2=(1—cosh)
- 0r,96°
—L(1—1+2+24 +

(b) For the caliper type micrometer, error £b is as
follows. ' '

- - - 6>, 26°
zb-sz——L—Rtane—R(a+3+ 15 T )
= Ré

The error is proportional to the square of ¢ in (a),
and is proportinal to 8 in (b).

1f8, R, and L are as follows:

6 = 1' = {1/3000 radians) -
R=1 = 30mm
L = 30mm,

fa = % ( 1/3000 )2 = 0.002um for (a)

and

go =20 x 1/3000 = 10um for (b).

Thus, there is a big difference between the above two
types of micrometers. In an actual measurement,

error incurred by the forms of the measuring faces is
produced too.

(a) Bench micrometer {b) Caliper type micrometer

Figure 9



5.4 Parallax Error

In ordinary vernier calipers and micrometer, there is a
space between two graduated faces. This gives rise to
an error depending on the angle in which the inspec-
tor looks at them. See Figure 10.

Example .

In the following condition:
A = 200mm (distance of clear vision)
B =30mm
h =0.15mm,

parallax error is given as follows

Af =—2%)6x 0.15% 0.023mm.

This means when there is a space between two
graduation lines on different faces, the inspector must
look at them in the direction perpendicular to the
faces with one eye. in order to prevent paraliax error,
measuring instruments with graduation lines on the
same plane are manufactured. In an experiment to find
the degree of parallax at the time fifty women use
vernier calipers, dispersion was 0.04mm.

A : Distance between the eye and lower
graduation face

8 : Distance between two eye — positions
h : Distance between two graduation faces
Af: Error caused by paraliax { = B/A * h}

Figure 10

5.5 Instrumental Error

The instrumental error is obtained by subtracting the
true value from the value indicated by the instru-
ment. TJ perform accurate measurement, the chara-
cteristics of the measuring instrument must be check-
ed and measured values must be corrected by taking
the characteristics into consideration. Note must be
taken even for comparison measurement with the
standard, because the standard itself is not free from
error.

6. MEASUREMENT AND RECORDING

When measurement is performed, measured values are
ordinarily recorded for assuring correctness. For
precision measurement, it is better that two atten-
dants be at work, one is dedicated to measuring
operation and the other is specialized in recording. In
this case, notes must be taken as follows.

‘For the operator

a. Tell the recording personnel of measured values
with clear pronunciation

b. Reassure the measured value immediately after
taking data to prevent misreading

. Assure that the recording personnel verbally repeat
the correct value at each time of reading data

d. Perform measurement in the same condition every
time

When a knob is to be turned clockwise, it must be
turned clockwise every time in a constant speed. The
same thing can be said in a case where the knob or
alike must be moved downward or vice versa. The
operator must stand at the same place at each time,
otherwise the conditons of body heat radiation onto
the measuring instrument and workpiece and floor
alignment alteration due to body weight movement
may somewhat affect the accuracy of measurement.
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For the recording personnel

a. Be sure to record date, operator, recording person-
nel, name of measuring instrument, start/end time,
temperatures before and after measurement, place
of measurement, and weather.

b. Repeat verbally the value read by the operator and
be sure that the value recorded be the same as the
one repeated verbally.

c. Record values correctly and do not erase data once
written. The first data later corrected must be
checked with a line and the word “corrected”’ so
that it may be known later on.

d. When graph is to be drawn, write readings first and
then put them on the graph.

e. When especially accurate measurement is to be

performed, take note on the details of abnormal-
ities which occurred during measurementi. In a
particular case, the mental condition of the oper-
ator must be recorded.

7. ANALYSIS OF MEASUREMENT ERROR

The following may cause errors.

. Carelessness of the operator
. Misreading of graduation or number

. Misrecording

a 0o o o

- Instrumental error inherent to the measuring
instrument

e. Measuring method and natural phenomenon such
as heat expansion

f. Personal error produced by operator’s character-
istics

The above causes of error can be removed by taking
caution, experience, and correction. However, if these
systematic causes of error are eliminated, the meas-
ured values still contain errors. Even if measurement

is repeated in the same conditions, dispersion in
measured values is produced. This type of error can
not be scrutinized and assumed to be caused by many
unknown factors and is catled random error.

The accidental error can be reduced by paying special
attention during measurement and calculating the
mean of the measured values.

It is impossible to obtain the true value of a quantity
by measurement. Therefore, taking the mean of the
measured values is the best solution to obtain a value
which is as close to the true value as possible as pro-
posed by Gauss.

Standard deviation ¢ is often used to indicate the
degree of correctness or accuracy of the measuring
instrument and measured values as follows.

Mean of population
of measured values

. True value
Mean of sample:

of measured values
H

\ Measured value

Residual’
Deviation\
Error.

'
'
i
1
t
1
,
.
1
1
1
.

Bias

N

Figure 11

zVv?
n

g=t=

where, V is called residual and can be obtained by
subtracting the sample mean from a measured value.
See Figure 11.
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When a quantity is measured n times and the meas- 8.
ured values are assumed to be M, , M, .. ... M, , the
mean X, is
M +tM + . +M, _ M
Xq > 3 (1)
IfVy, Vo, V,, are defined as follows:
Ml - Xo = Vl
M2 - Xo = V2
Mn — Xo =V,

the sum of the above equations is

ZM—nX, =ZV.

Example

INTERFERENCE OF LIGHT WAVES

The light is electromagnetic wave in a certain range of

wave iength as proved by physics.

The interference of light waves occurs when two light
waves emitted from two different sources meet each
other and their amplitudes are algebraically added.
Figure 12 illustrates how the two light waves with the
same wave length interfere with each other; and the
broken/chain lines and full line represent the light
waves emitted from the two sources and resultant
wave, respectively. '

(2)

ZV = 0 is deduced from equations (1) and (2) and
is the feature of the mean.

A guantity is measured ten times and the following
values are assumed to be obtained.

Measured

Times value v v?
1 3.57 +0.013 0.0002
2 354 —0.017 0.0003
3 3.56 +0.003 0.0000
4 3.55 -0.007 0.0001
5 3.58 +0.023 0.0005
6 354 ~0.017 0.0003
7 3.55 —0.007 0.0001
8 3.57 +0.013 0.0002
9 3.56 +0.003 0.0001
10 3.55 —0.007 0.0001

IM=3557 ZV= 0 ZV?=0.0019
Therefore
o=+ 2000 -1 0,014
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(a) The two waves are the same in phase and the
resultant wave becomes brighter.

(b) One light wave (broken line) leads in phase the
other light wave (chain line) by three-eighths of
the wave length. In this case, the resultant light
wave is at the mid points between the two
waves in amplitude and phase.

(c) The phases of the two light waves differ from
each other by half wave length and the result-
ant wave is biased on the side of the original
wave with greater amplitude.

(d) Phase difference is the same as (c) above and
the amplitudes are the same. The resultant
amplitude is zero and it is dark.



When two sheets (P, and P,) of polished glass with
high fiatness and half plated are placed being slanted
with each other by a slight angle of « and a mono-
chromatic light (blue-green light emitted from a
mercury lamp) is radiated to the faces, interference
fringes appear. The fringes are in parallel with the
edge line of the wedge formed by two glass surfaces
and are in equal intervals which are proportional to
the wave length of the monochromatic light. This
phenomenon is called interference of equal thickness.
See Figure 13.

The monochromatic light (wave length A) passes
through the glass sheet P, in the direction ab and
then is reflected on the surface of the glass sheet P,
in the direction ce and also passes through it being
refracted in the direction cd. The light ce is further
reflected on P; and proceeds in the path e » f - g.
See Figure 14. '

Figure 14

The surfaces of P, and P, are slightly slanted with
each other and so cd and fg are not exactly in parallel.
However, if a suitable lens is used to converge them,
interference phenomenon caused by the difference
between their phases can be observed. If the thickness
of the air space is t; and the angle of incidence is i,
the path difference § between cd and fg is

§ =2tcosi.

if the path differenge §is

s§=(2n+1)A/2 (n: positive integer),

that is,
2tcosi=(2n+ 1) A/2,

the two light waves reduce their intensities with each
other and a dark line appears.

On the contrary, if the thickness t satisfies
8 =2tcosi=2n A2,

the two light waves enhance their intensities with
each other and a bright line appears.

As shown by the above equations, the appearance of
the interference fringes depends on the angle of
incidence i. Therefore, paraliel light waves (that is,
the angles of incidence are the same) must be used to
obtain a clear picture of interference fringes.

If i = 0, that is, the light waves are perpendicularly
incident to the glass surface P, , a bright line appears
in the location

t=2nA/4 (multiplied by an even number).

A dark line appears in the location
t=(2n+1)A/4 (multiplied by an odd number).

If the glass surfaces are flat completely and perfectly,
the locus along the air gap of an equal space is a
straight line in parallel with the intersection line of

the two surfaces. Therefore, interference fringes are:

in parallel with each other. The difference of air space
between adjacent bright {(or dark) line locations is
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(2n+1)A/4 - (2n = 1) N/A=2/2.

This means that the next fringe appears at every
difference of air space which is equal to A/2; and the
smaller is the angle « between the two glass surfaces
slant with each other, the wider is the intervals
between fringes; and the longer is the wave length of
the monochromatic light, also the wider are the
intervals. The interval S between adjacent bright (or
dark) lines is

A
S: 2 = A =
tan « 2tana

A
2
If one of the glass surface is not flat enough, the
pattern of the fringes is like contour lines of its topo-

graphic map. That is, contour lines are closer to each
other in steep slopes and extended in gentle slopes.

If white light is used, several fringes with different
colors appear only at the location t = O where path
differences are zero and do not appear at distant
locations, because interferences of different wave
lengths occur at the same time.

The principle of interference of equal thickness is
widely used for measuring: the size of gauge block;
flatness by means of optical flat; parallelism by means
of optical parallel; surface roughness by means of
interference microscope.

a4 1/3
! R A: convex face
Half wave length -.:.'--_.L.l. 1/3
B: concave face
R —

1 1/2 1 - = 1-1/5

XKN /(7 l,

WAL NG R §
c. 0 E

/4 1/2 A 1.2

e _5/6 /2t =1
({1 {7
X - Y
AL 1N
e G H
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R R Y
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=
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Fig. 15 Interference

9. CORRECT USE OF MEASURING INSTRU-
MENT

When a measurement is to be made in a factory, a
suitable instrument must be selected in accordance
with the accuracy specified for the workpiece. In some
cases, a special measuring instrument must be used
depending on the material and form of the workpiece.

As described in section 4.1 Selection of measuring

instruments, the following are the fundamentals of

accurate measurement:

e Select a suitable measuring instrument in accord-
ance with the accuracy specified for the workpiece,

¢ Determine the method of measurement,

e Take environmental conditions causing errors into
consideration,

* Take data several times carefully, and

* Analyze resultant data theoretically.
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